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Honorable Chairman Thornberry, Honorable Ranking Member Lofgren, and members of the subcommittee on Cybersecurity, Science, and Research, thank you for the opportunity to testify today, regarding areas for investment in cybersecurity research and development, priority areas for funding, and the role of university-industry-venture-government partnerships in bringing secure and trusted systems to the market place. By way of background, I should say that I am currently the Chairman of Electrical Engineering and Computer Sciences at the University of California, Berkeley where I have been a professor for over 20 years. I have also served on the faculties of the Massachusetts Institute of Technology (1980-1982), where I began my academic career as an Assistant Professor, and Harvard University where I was a Gordon Mc Kay chaired professor in 1993-1994. From November 1999 to March 2001, I served as the Director of the Information Technology Office (ITO) of the Defense Advanced Research Projects Agency (DARPA) in the DoD. The responsibilities of this office included planning and managing the investment in all areas of information technology, including the information assurance and survivability portfolio of programs. My areas of research are embedded and autonomous systems and software, complex infrastructure systems, secure networked embedded systems, and high confidence systems and software. I have recently led the organization of a collaborative multi-university cybersecurity research consortium named, and a testbed for network defense called the national cyber Defense Technology Experimental Research network (DETER).

To answer the questions asked by you, I will divide my testimony into the following areas: 

1. Current Funding of Cybersecurity Research,

2. Research Gaps and Funding Priorities for Cybersecurity Research, 

3. A collaborative university research program in Ubiquitous Secure Technologies led by Berkeley partnered with Stanford, Cornell, Vanderbilt, Carnegie Mellon, and San Jose State Universities, and Smith College,

4. Testbeds for Cybersecurity,
5. A model for public-private partnerships for rapid technology transfer in Cybersecurity 

1 Current Funding of Cybersecurity Research

There has been Federal funding of Cybersecurity research thus far primarily by the Department of Defense and the National Science Foundation, though there has also been some research funded by NIST, Department of Energy and NASA as well.  The community has followed with interest the testimony given by the DARPA Director, the NSF Director and Undersecretary for Science and Technology at DHS to the House Science Committee. The community feels grateful to the House Science Committee, its staff and its Chairman, the Honorable Mr. Bohlert, as well as this Subcommittee on Cybersecurity, Science and Research and Development, its Chairman, the honorable Mr. Thornberry and ranking member the Honorable Ms. Lofgren for their close attention to the needs of cybersecurity research.  I will limit my own remarks to the perceptions of the community and also my own experience with helping to manage the cybersecurity portfolio at DARPA.

Department of Defense. The most sustained funding for cybersecurity research to date has been through DoD. In DoD, the largest pool of funding for research has been through DARPA, though there have been important research initiatives that have been managed by the National Security Agency. Some very important University Research Initiatives in Critical Infrastructure Protection (CIP-URI) were funded through DDR&E as five-year programs primarily in 2001. Modest 6.1 core programs in cybersecurity research at AFOSR, ARO and ONR also exist.  The Information Assurance and Survivability (IA&S) programs at DARPA are the largest and most successful Federal investment to date. This suite of programs has gone through three generations listed below with some exemplars of successful outcomes: 

1. 1st Generation (Prevent Intrusions): Trusted Computing Base, Access Control, Cryptographic Tools, Multiple Levels of Security

2. 2nd Generation (Detect Intrusions, Limit Damage): Firewalls, Boundary Controllers, Intrusion Detection Systems, Virtual Private Networks, Public Key Infrastructure

3. 3rd Generation (Operate Through Attacks) Goals are Intrusion Tolerance, Graceful Degradation, Big Board View of Attacks, Security Tradeoffs and Metrics, and hardening of the core infrastructure.

The first generation was aimed at preventing intrusions as much as possible, the second generation with detecting intrusions when they occur and limiting the amount of damage that they cause. The third generation of programs, which is most critical to critical infrastructure protection, consists of developing the ability to operate through attacks without failing catastrophically. A very large number of existing security solutions were developed by companies either as spin-offs of DARPA research or as an integral part of DARPA research programs in Generations 1 and 2.  We are currently in the 3rd generation of programs and a research and development base has been energized to address what remain as difficult technical problems in IA&S. From its high watermark of close to $ 100M of funding for IA&S in 2000, the funding for unclassified IA&S research at DARPA has decreased significantly in following years. The DARPA investment has also had the extremely desirable effect of involving the Service Laboratories (such as AFRL and Navy SPAWAR), and the services operational commands in bringing their requirements to the community. While it is understandable that there are other important priorities in the DoD for more focused efforts in IA&S for command and control and other sensitive DoD networks, given the scope and magnitude of research that remains to be done in cybersecurity, it is critical that the burden of supporting cybersecurity research be picked up by other agencies. In addition, given the important strategic nature of IA&S research for new and emerging DoD systems, including the newest generations of unmanned and autonomous systems (such as the UCAV and in Future Combat Systems), it would not be in the interests of DoD to scale back its unclassified programs a great deal.

National Science Foundation   NSF has been proactive in taking steps to boost funding for cybersecurity research by setting up new programs in Trusted Computing and in Secure Network Embedded Systems (under planning), networking research, and testbeds for cybersecurity.  These investments, primarily in the Directorate of Computer and Information Science and Engineering (CISE) have been timely and strategic. Nonetheless it is the perception of the community that the level of funding for cybersecurity and Critical Infrastructure Protection could be greater.  A point about the synergy between funding between DARPA and NSF is in order here. From the early days of networking when NSF picked up the ARPA net and helped fund it while it grew into the modern Internet, and early DARPA funding on high performance computing was sustained by NSF funding, there has been a rich legacy of cooperation in funding information technology research between the two agencies on Fairfax Avenue in Arlington, Virginia. It would be extremely desirable to have this synergistic relation continue in the area of cybersecurity.

Department of Homeland Security.  It is our understanding that the Science and Technology Directorate of DHS is planning its initiative in cybersecurity and is organizing program management structures for cybersecurity research centers. The Congress and the administration should be lauded for having taken the visionary step of having formed the Homeland Security Research Projects Agency along the DARPA model. In addition, the idea of having HSARPA work along with procurement and operational branches of the DHS to evangelize the adoption of new cybersecure software and systems is a very attractive one. Such a model, if successful, would be very useful in informing possible changes in procurement and operational concept transformation at the DoD as well. The community has felt a great deal of enthusiasm about this potential outcome. The outcome would be best achieved if research centralized in the Science and Technology Directorate, at HSARPA, interacted directly with the procurement and the operational needs of each of the Information Analysis and Infrastructure Protection (IAIP), Border and Transportation Security, and the Emergency Preparedness Directorates. There are some synergies to be gained for example by engaging with the research needs of the National Communication Systems, with road-mapping activities for cybersecurity, or by using secure sensor webs for border patrol and monitoring programs  

However, a necessary condition for such an outcome is an adequate outlay of funds for basic research and development coupled with acquisitions.  In my opinion the level of investment needs to be somewhere in the range of $ 100 - 200 M per year. I base this number on a roadmap for research in cybersecurity, which we have developed (details are included in the next section of this testimony).  I feel that the DARPA model is an especially appropriate model for funding research and development in cybersecurity. Once again HSARPA may wish to involve groups in the other directorates the way DARPA involves service laboratories and commands as “agents” for contracting the work and thereby helping the transition of research into products. Thus, one could view customers in the IAIP Directorate helping program managers in HSARPA shape the programs for their needs. While HSARPA will need to have programs that have short term and intermediate term payoff, one can visualize the role of the NSF in helping HSARPA as an executive agent in its early years while it is being fully configured. In the steady state a relationship between HSARPA and NSF along the lines of the DARPA-NSF model would be highly desirable, with NSF providing longer term sustained funding.

Other Agency Funding for Cybersecurity.  Since the needs of different mission agencies in cybersecurity are somewhat different it would be important to have funding from NASA, DoE, and other mission agencies for their own needs. Additionally the role of the National Institute of Standards and Technology (NIST) could be an important one in managing testbeds, whetting and developing cybersecurity standards and best practices.  NIST has also been an important executive agent for managing DoD programs and could continue to do so for DHS.

2 Funding Gaps and Research Priorities for Cybersecurity

The technology recommendations for suggested areas of funding given here were developed by a group of researchers, industry participants and the venture community over the last two years in a series of workshops, meeting and studies: 

1. 25th June 2002, Meeting with a large sample of participants from Venture firms, DoD; OSD, DARPA, ONR, NSA, the President’s Critical Infratstructure Protection Board, large industry participants such as IBM, HP, Oracle, Symantec, Microsoft, Intel, non profits such as SRI, I3P, hosted by me in Palo Alto

2. 18th September 2002, Meeting with industry leaders and Mr. Richard Clarke Head of the President’s Cyber Security Protection Board on the details of the Presidential Cybersecurity Plan held at Palo Alto.

3. 19-20 September 2002.  Sztipanovits (Vanderbilt), Stankovic (Virginia), and I ran the NSF/OSTP workshop on New Technologies for Critical Infrastructure Protection and Cybersecurity in Leesburg, Virginia with technology recommendations for the White House Office of Science Technology and Policy. OSTP report of this workshop will be released shortly.

4. October 7-8 Workshop on Testbeds for Security, Squires (Chief Scientist of HP) led a meeting on networking research testbeds.

5. August 2001, NSF Workshop on New Directions in Security, Doug Tygar, Berkeley  

6. August 2002, DARPA Information Sciences and Technology study on Security with Privacy, Doug Tygar.

While the whole list of participants is too long to list, I would especially like to acknowledge the help of former colleagues at DARPA, Terry Benzel, Doug Tygar, and Ruzena Bajcsy of the University of California Berkeley,  Janos Sztipanovits of Vanderbilt University, Jack Stankovic of the University of Virginia,  Teresa Lunt of PARC (formerly Xerox PARC), Pat Lincoln and Victoria Stavridou of SRI,  Patrick Scaglia and Steven Squires of HP, Robert Morris of IBM, David Tennenhouse of Intel, Jerry Fiedler of Windriver Systems for their help in developing  these recommendations.

Computer trustworthiness continues to increase in importance as a pressing scientific, economic, and social problem.  The last decade has seen a rapid increase in computer security attacks at all levels, as more individuals connect to common networks and as motivations and means to conduct sophisticated attacks increase.  In today’s environment there is heightened awareness of the threat of well-funded professional cyber hackers and the potential for nation-state sponsored cyber warfare.  Cyber attacks are increasingly motivated by the financial gain and global politics.  A parallel and accelerating trend of the last decade has been the rapidly growing integration role of computing and communication in critical infrastructure systems, such as financial, energy distribution, telecommunication and transportation, which now have complex interdependencies rooted in information technologies. These overlapping and interacting trends force us to recognize that trustworthiness of our computer systems is not an IT issue anymore; it has a direct and immediate impact on our critical infrastructure. Security is often a collective enterprise, with complicated interdependencies and composition issues among a variety of participants.  This poses a challenge for traditional competitive economic models.  Clearly there is an acute need for developing much deeper understanding of and scientific foundation for analyzing the interaction between cyber security, critical infrastructure systems and economic policy.  

The fundamentals of reliable infrastructure have not been adequately worked out for complex networks of highly interacting subsystems, such as the power grid and the airspace-aircraft environment. These are complex, often dynamically reconfigured, networks. The primary challenge for future generations of these systems is to provide increasingly higher efficiency, while assuring joint physical and logical containment of adverse effects. Increasingly, autonomous but cooperative action is demanded of constituent elements.  Examples include the technology needed to support aircraft in high-capacity airspace, enabling the execution of parallel landing patterns under terminal area control. A deregulated power grid draws new market participants. These new players may produce highly variable efficiency, potentially adverse environmental effects, and they may pose hazards to system-wide stability. This trend towards autonomous, cooperative action will continue, with the demands of current and next-generation systems for open, interoperating, and cooperating systems. The achievement of a satisfactory level of interoperable functionality is both enabled by, and dependent upon, advances in information and control infrastructure for coordinated operation. Furthermore, entirely new capabilities, such as networks of devices for pervasive sensing and actuation are becoming viable, and the control and communication technologies for their effective use must be fully developed and integrated into distributed infrastructure systems.

Although reference frequently is made to the next generation of technologies as “intelligent agent” systems or self-healing or self-reconfiguring or autonomic systems, this terminology conceals a complex of carefully integrated systems and software concerns.  There is no panacea; services must be carefully engineered from the ground up in order to safely support a façade of highly autonomous action. Advances in software and information technology have improved the potential for a better substrate for future, more reliable infrastructures. The technology needs may be classed into the following categories:

1. Unsolved Difficult Research Problems in Information Assurance and Survivability. The areas of research highlighted here are:

a. Intrusion and Misuse Detection: methods need to be automatic, predictive, have a low false alarm rate, and possibly identify the adversary.

b. Intrusion and Misuse Response: methods should provide a shared situational awareness, automatic attack assessment, a dynamic reconfiguration of the system and possibly an automated counter attack.

c. Security of foreign and malicious code:  desired attributes for systems that protect against malicious mobile code include confinement of access and capability and encapsulation of the code.

d. Controlled sharing of information: the ability to dynamically authorize the sharing of information and automated data tagging.

e. Distributed Denial of Service (DDoS) and Worm Defense: solutions are needed for modeling, measurement and analysis of attacks, detection of the attacks, attribution, dissipation of the attack, and possible retribution.

f. Secure Wireless Communications

g. New and Emerging Challenges

i. Peer to peer computing

ii. Security in ubiquitous and nomadic computers

iii. Human factors and ergonomics in security

iv. Networks surveillance and hygiene

v. Insider threat detection, monitoring and response

2. Technologies for Strong Security with Strong Privacy

a. Selective Revelation: the goal here is to minimize revelation of personal data while facilitating analysis through the approach of partial, incremental revelation of data.

b. Strong Audit: the goal here is to protect abuse by watching the watchers: everyone is subject to audit, there is cross-organizational audit, and usage records are tamper proof. Possible new technologies include encrypted searches and crypto-protocols.

c. Rule processing technologies: there is need for a formal language for expressing privacy rules and tools for automated checking of compliance, a privacy toolbar for helping users. A related technology is the one needed for digital rights management

3. Secure Network Embedded Systems. The emerging infrastructure of the future will be based on wired and wireless networked devices ubiquitously embedded in the environment to provide “sensor-webs” of information for monitoring and controlling infrastructure networks. The embedded software, which will be present in these complex systems, needs to have the following attributes:

a. Automated Design, Verification and Correctness by Construction. A large number of infrastructures suffer from being difficult to configure correctly and the resulting glitches are frequently as serious as cyber attacks. In addition they need to be fault tolerant: such systems are referred to as High Confidence Systems. 

b. Layered Security for Embedded Systems: the defenses need to be in depth to protect from attacks from the physical layer up through the applications layer:

i. Physical Layer: protection from attacks like jamming and tampering

ii. Link Layer: protection from unfairness and over frequent collisions of packets

iii. Networks and Routing Layer: protects from attacks due to greed, homing, misdirection and black holes.

iv. Transport Layer protection from attacks such as flooding and desynchronization.

4. Validated Modeling, Simulation and Visualization of Critical Infrastructures and their Interdependencies

a. Tools for the assessment of the level of risk

b. New modeling and simulation tools for complex systems

c. Development of simulation testbeds for teaming exercises, response preparation and assessment.

3  A Collaborative University Research Program in Ubiquitous Secure Technology 

Here I describe a sample collaborative university research program that is focused at research problems in many of the areas described above.  It is important to note that activities of this scale need to be engaged in by the scientific community in groups rather than as individual institutions. At Berkeley we have found it important to build such partnerships and consortia for research and development. We have put together a team of some of the strongest research universities led by Berkeley and including Stanford University, Vanderbilt University, Cornell University, Carnegie Mellon University, along with San Jose State University, Smith College, Fiske University to develop a Team for Research in Ubiquitous Secure Technology (TRUST) to radically transform the ability of organizations (software vendors, operators, local and federal agencies) to design, build, and operate trustworthy information systems for our critical infrastructure. TRUST will bring together a research team with proven track record in relevant areas of computer security, systems modeling and analysis, software technology, economics, and social sciences.  The research team will be advised and supported by vendors of information technology and critical infrastructure (utility, telecommunication, finance, and transportation) protection providers and stakeholders. 

3.1 Technical Research  Program

Our multidisciplinary approach allows solutions to emerge from an integrated of view of computer security; software technology, analysis of complex interacting systems, and economic policy in the following areas:

Composition and computer security – Computer security attacks today occur on a minute-by-minute basis.  Organizations producing individual components, such as routers or central office switches, have increasingly devoted energy to protecting those components against attack.  However, protection of individual components does not always result in protection of the entire systems:  different machines and different systems running on a single network often have complex interdependencies – and a malicious attacker can exploit those interdependencies for example in denial of service attacks, inter-machine authentication failures, and routing disruptions.  Attackers can attack systems where different software programs must interact on a single operating system (examples include e-mail with attachments leading to e-mail worms, buffer-overflow problems caused by unexpected use of software function libraries, and windowing systems displaying bogus, malicious systems messages.) Modularization can increase the problem:  when common IT components are integrated with specialized applications and embedded systems, deep knowledge of the underlying computational model is needed to avoid vulnerability. TRUST will bring together an integrated scientific approach to composition and computer security. 

Privacy – As a large amount of commercial and communication activity has moved to the Internet and World Wide Web, privacy concerns have increased both for individual users and organizations.  Users perceive they have little control over information, and often those perceptions are correct – organizations are unable to accurately describe policy procedures and privacy-information crimes such as identity theft have increased sharply.  Even disclosure of apparently innocuous information, such as an e-mail address, leads to unsavory activities, such as spam, which in turn can grow to a magnitude that can cause systemic problems.  Organizations also have a need for privacy – not only to protect their customers, but also in cross-organizational exchanges including auctions and communications.  Privacy is a challenging problem because when information is shared (laterally, between organization, or vertically, between different subsystems) each of the individual components involved in the sharing, the mechanism for sharing, and the consequences of the sharing, all present opportunities for invading privacy. Issues related to privacy emerge as a result of interaction between technology and economic policy, such as in online bidding on energy markets or dynamic allocation of the frequency spectrum. To tackle privacy, TRUST will develop solutions to the complex tradeoff between technology, economic policy and security. This will require a new look at the fundamental underpinnings of information management, storage, and retrieval.

Critical infrastructure protection – Critical infrastructure systems are large networks that move energy, information and material. Information technology is used to monitor, control and manage these systems by means of vast networks of computing equipment. Faults caused by natural disasters or malicious attacks can cause these networks to completely fail, leading to widespread damage.  Critical infrastructure protection requires making systems that are highly robust and available in the presence of hostile attacks.  TRUST will approach computer security from a holistic systems view, considering a union of concerns including physical design, performance, power consumption, reliability and others.  For example, we don’t just consider secure and highly available communication between sensor devices and SCADA (Supervisory Control And Data Acquisition) centers, TRUST will consider the potential impact of feasible security attacks on the power distribution network, and the impact of signal encryption on feedback control loops. Anecdotal evidence and the findings of more systematic red team activities such as the Joint Chiefs’ Eligible Receiver program, strongly suggest that the United States is highly vulnerable to attacks on its critical infrastructure – including key utilities (gas, water, and energy), communications services, finance, transportation, medical coordination, government services, and emergency services.  Even in a single organization, such as a national telecom service provider, critical infrastructure protection is difficult, because these systems are highly complex and involve so many components that even their designers cannot understand all the interactions.  The interaction of different critical infrastructure systems, and their interaction with public (critical or non-critical) systems, creates complex dependencies and control paths. Today, we have no good way of detecting these interdependencies, although hackers have proven themselves highly capable of finding attack opportunities and exploiting subtle vulnerabilities. 

TRUST will take a systems view which raises a broad set of trust questions: they range from protecting individual privacy to protecting large complex interacting critical infrastructure, from embedded systems to networks, and they have a strong focus on security problems arising from composition.  Not only is a large effort necessary to take the broad view – and to anchor this view in the context of large-scale operational environments - but this work requires strength from a wide variety of disciplines both inside computer science (cryptography, programming languages, distributed systems, networking, human-computer interfaces, logic and model checking, configuration, software engineering, etc.) and outside computer science (economics, policy, law, statistics).

3.2 Economics, Public Policy, Societal Challenges

Solutions to today’s problems are an essential requirement to fulfilling the vision of ubiquitous computing.  Many of today’s security vulnerabilities in networked embedded systems and SCADA are very specialized and hence visible to only a few. However, as society increasingly employs the use of software agents to control and organize multiple aspects of day-to-day life these security vulnerabilities will become impediments to their widespread adoption. A vision for the future of information technology in society, implies that the presence of ubiquitous computing will bring with it access to interfaces that will become part of every day interchange for a wide class of citizens. 

Investigations need to  be directed so as to lend maximum benefit to social questions such as those in the area of economics and incentives.  These are particularly pressing as questions of liability and insurance are moved up in the nations business and legislative agenda.  Issues of liability have become an important topic given the cost of security incidents.  Economic and legal analysis suggests that a due care standard provides appropriate incentives, but how should the standard be set in practice?  Without a clear understanding of sufficient standards or best practices, insurance companies do not have a clear basis on which to offer insurance policies covering security incidents.  The interaction between liability, insurance, and care has been examined extensively in the law and economics literature. However, new questions that arise in the context of information security as "accidents" are often deliberate attacks.  Hence an analysis of the incentive of attackers must be better understood and modeled. In addition to these incentive problems, there are also a number of purely economic issues that need to be better understood.  How can one quantify the benefits and costs from various security policies?  How do public and private security policies interact? What are the nature and size of “transactions costs” associated with security?  TRUST  will address these questions in the course of our effort.  It is anticipated that the research results will provide a solid basis for the establishment of policies, procedures and eventually case law for industry and government in managing the risk of computer security incidents.  

3.3 Education and Outreach 

American prosperity in the new millennium and increasing national security concerns make it important to increase the number of students who will join the nation’s technical enterprise as researchers.  This is crucial in the cyber security space as there is currently a severe shortage of trained scientists (and almost no women and minorities) in the information security field.  Additional need arises from our concerns about the “weakest link” of security.  If even one user makes a serious error, it can endanger all the systems connected to his or her machines.  We have a need to raise the level of security awareness of all people who use computers and depend on their results – namely, all citizens. TRUST brings a strong focus on educational outreach activities through its members many activities.  Educational activities will be integrated with TRUST research, through graduate programs, summer programs and directed research projects with under represented educational institutions.  
4 Testbed Research

As discussed earlier, over the past ten years, there has been an increasing investment in research aimed at developing cyber security technologies, by government agencies (NSF, DARPA, DoD) and by industry.  However, the Nation still lacks large-scale deployment of security technology sufficient to protect our vital infrastructure.  One important reason is the lack of an experimental infrastructure for developing and testing next-generation cyber security technology. Neither existing research network infrastructures (Abilene, vBNS) nor the operational Internet meet this need, due to the inherent risks of testing malicious behavior in operational networks. New security technologies have been tested and validated only in small- to medium-scale private research laboratories, which are not representative of large operational networks or of the portion of the Internet that might be involved in a security attack.  

To fill this critical gap, we will build an experimental infrastructure network to support the development and demonstration of next-generation information security technologies for cyber defense. This cyber Defense Technology Experimental Research Network (DETER Network) funded jointly by the National Science Foundation under its Networking Research Program in Computer and Information Sciences and Engineering (CISE) directorate and the DHS Science and Technology Office will provide the necessary infrastructure networks, tools, methodologies and supporting process – to support national-scale experimentation on emerging security research and advanced development technologies. . 

Once again, we at Berkeley have led in putting together a broad based coalition of partners including the University of California Davis, University of Southern California-Information Systems Institute, Network Associates Laboratories, SRI, Menlo Park, the Pennsylvania State University, Purdue University, Princeton University, University of Utah, and industrial partners Juniper Networks, CISCO, Intel, IBM, Microsoft, and HP. The DETER project will create, operate, and support a researcher- and vendor-neutral experimental infrastructure that is open to a wide community of users.  Furthermore, the DETER project will apply scientific benchmarks and measurements to both the creation of the experimental infrastructure itself and to validation of the experimental results.  Two important defenses that we will develop on this testbed are:

1. Distributed Denial of Service Attacks – One major objective of the DETER network is to make scientific advancements in 1) understanding the effects of sophisticated, large-scale DDoS attacks and 2) defending against them. Techniques and software capable of disabling large portions of the Internet for hours or days could be developed relatively easily today by sophisticated hackers or nation states.  However, because such an attack has never been observed “in the wild”, the scientific and operational communities’ understanding of the underlying scientific phenomenon is at best fragmentary and speculative. Internet infrastructure components that are pushed to their limits by such attacks may exhibit non-linear or unstable behaviors that diverge from predictions derived from models, simulations, overlay networks, and scaled down demonstrations.  As a result, we cannot accurately predict the impact of a large-scale attack on different points in the Internet topology.  We plan to conduct experiments to improve understanding of the scientific phenomenon of a sophisticated large-scale DDoS attack with special attention paid to the following factors:

· Detection –What kinds of DDoS attacks can the mechanism detect, how accurately, and under what conditions? 

· Mitigation – What kinds of DDoS attacks can the mechanism mitigate (via blocking or rate limiting), how effectively, at which locations in the networks, and under what conditions?

· Autonomy vs. Coordination – To what extent does the mechanism’s effectiveness depend on deployment in multiple locations with communication and coordination across locations, and how effective can the mechanism be if such coordination is not possible?

· Collateral Damage – To what extent does the mechanism impede benign traffic, and under what conditions, i.e., does it do more harm than good?

2. Worm Defenses – Worms present a substantial and growing threat to the Internet and to large government and commercial enterprise networks.  The recently released SQL Slammer (Sapphire) worm provided a stark illustration of the dramatic speed and potential impact of a simple worm, spreading to more than 75,000 hosts within ten minutes and causing ATM failures, airline flight cancellations, and widespread network outages. The DETER Network can play a crucial role in supporting study of the behavior of these worms and evaluation of new worm defense technologies. Worm behavior is currently only poorly understood.  Through testbed experimentation, researchers can study different models of worm propagation (e.g., random scanning, target-list, coordinated, hybrid) and their effects on propagation rates in a realistic network environment.  They can further study effects of the network congestion caused by worm propagation through a large network, determining how such congestion affects legitimate applications and the worm itself as infection spreads.

5 A Model for Public-Private Partnerships for Rapid Technology Transfer in Cybersecurity

The issues in transitioning cybersecurity research and development are immediate and pressing. There has arguably been a market failure in bringing cybersecurity technologies to the market. The most common complaint that one hears from vendors and service providers run something like: “No one will pay for security.” or “Security is every one’s second most favorite priority”, or “Security products suffer from the paradox of the common good”. “Will the Federal government play the role of market maker in early adoption of secure products?”  “Is there sufficient demand to stimulate new companies around new ideas in cyber-security?”  “Who will provide roadmaps to help the investment by established companies and the venture community in cyber-security products?” However, there is reason to feel optimism for change, provided that some steps are taken immediately.  Experience gained from the national response to the potential perils of the Y2K conversion are worth revisiting in the context of cybersecurity, with especial attention to the role of the mandatory SEC filings for corporations to explain their Y2K strategy. 

A critical issue for cybersecurity is the ability to quickly transition products from the laboratory and the research community to industry.  A fundamental organizational problem that exists today is the lack of mechanisms for filling in the gap between the end of a successful Federal research program and the investment by the venture community and industry in products. Research prototypes need to be hardened, tested on large scale test beds, informed, customized and modified in response to the needs of a diverse set of customers before they can attract capital to allow them to be integrated into products. In addition industry, especially systems integrators and the larger IT companies would benefit from roadmaps informed by this technology transition. The term public-private partnerships is used to describe the need for cooperative arrangements among academia, industry, venture capital, and government with individual stake holders in the infrastructures to bring the newest products to the market place and then to the infrastructure stake holders. It is important for the research and development community to play a role in developing the relevant non-profits and trade groups to pursue transfer of ubiquitous secure technology.  It is important for us to continue to hold focused workshops and seminars on particular topics relating to infrastructure protection and cyber-security. Research and Development will need to learn and evolve with results, using an iterative investigate-develop-educate-apply cycle.  It is critical to develop science, technology and proof of concept prototypes that will be tested through models that emerge from a series of analytical and case studies, experimentation and simulations.    For example, through participation with the Secret Service’s New York City and San Francisco Electronic Crimes Task Force it has been possible for the cybersecurity research community to develop an understanding of the needs of cybersecurity for the financial community.

A success story in public private partnerships, which has all the hallmarks that would be desirable for cybersecurity, is in the area of semiconductor manufacturing. The Semiconductor Industry Association (SIA) and Semiconductor Research Consortium (SRC) are fine examples of non-profit organizations, which have facilitated both the funding of rapidly, transitioned research to the semi-conductor industry and led the continual development of roadmaps for the electronics industry. DoD funding, both from the OSD and DARPA, from the earliest days of this research has been instrumental in maintaining a strategic national component both for competitiveness and also for maintaining US superiority in a vital industry sector. My own sense is that non-profits of the same ilk as the SIA and SRC, with the same kind of partnership with DHS and DoD, could play an important role for developing both a mechanism for rapid transition of focused research and road mapping for industry and the investment community.  Once again, I feel here that for strategic national security reasons that DoD partner with DHS in co-funding such ventures.

6 Concluding Remarks

Thank you Mr. Chairman and Committee members for the opportunity to provide this testimony to the House Subcommittee on Cybersecurity, Science, Research and Development, of the Committee on Homeland Security.  We laud you for holding this very important set of hearings and for engaging in a matter of deep national and homeland security. The research community offers the Subcommittee our full support and cooperation, and every success in your deliberations.

