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  When historians write the history of the late 20th century and the early 21st, they are likely to see it as the period when the world moved from the physical to the virtual.  When face to face meetings, written letters, and visits to showrooms were progressively replaced by phone calls, email, and web browsing.  As information, and with it human culture, come to travel more and more in a digitized, computer-mediated world, the computer and communications infrastructure must be expanded to provide the fundamental mechanisms needed to support the totality of human culture. One of these, widely recognized but little understood, is security.

    Information security: essentially, the protection of information in electronic media, is about a century old.  The field has a long prehistory. Information has been protected on paper and in crude telecommunication channels, like signal fires, for millenia but information security as we know it today dates from the development of radio and from the use of radio in WWI.

    The first major problem in information security was cryptography. Despite cryptography's romantic aura and long history, prior to radio, cryptography was always a secondary security measure.  A dispatch on paper might be enciphered but its primary protection lay not in the encryption but in the careful handling of the diplomatic bag.  Although telegraph messages were frequently sent in code, the customers were relying more on the integrity of the telegraph companies than on the codes for security.

    The use of radio, particularly military radio in wartime, was different.  Radio was so valuable that no one dared forgo its use.  Prior to radio, Britain's First Sea Lord, who commanded the largest navy in the world had only a vague idea of where his ships were.  He might dispatch a flotilla on a mission and not hear anything about their progress for weeks or months.  Within a few years of the introduction of radio, the First Sea Lord could expect to reach any ship in the fleet within hours.  Today, of course, with the exception of submarines, this process is virtually

instant, like making any other phone call.

    The problem with radio from a security viewpoint is that everyone can listen to the radio and often the people you don't want listening get better reception than the ones you do.  This promoted cryptography from a secondary security measure to a primary one.  It was the only security measure of any use in protecting radio transmissions and it is still the primary one.  The result was to swamp the code clerks, whose hand techniques were designed to add extra protection to a small fraction of military traffic, not provide the primary protection to most of it.

    The result was the race to automate cryptography, and the resultant race to automate cryptanalysis, that dominated cryptography throughout the 20th century.  For half a century, military cryptography was dominated by rotor machines: electromechanical devices that embodied cipher alphabets in rotating wheels and automated the polyalphabetic ciphers that had been known since Renaissance Italy but had been too prone to errors to see extensive use.  Mechanization reduced the errors, increased the speed, and allowed much more thorough protection than could be achieved by hand.

    In the 1930s, a new kind of rotor machine was developed in the US, one in which the wheels of one rotor machine were moved by the actions of another rotor machine.  This machine, called Sigaba, was the most secure cryptosystem of its era and it appears that no Sigaba traffic was read in the WWII period.

    By the time of WWII, the US had secure cryptographic systems for protecting ten-character-per-second telegraph traffic but little ability to protect voice or other broader-band signals.  The first secure telephone was developed during the war.  The system, called Sigsaly, provided very secure, surprisingly comprehensible voice communications with one severe drawback: the system occupied thirty-racks of equipment, weighed as many tons, and cost millions.  At first, the only customers who could ``afford'' Sigsaly were Roosevelt and Churchill.  Even though, Sigsaly's were later provided to major military commands, there were never more than a dozen of them.  However limited in deployment, Sigsaly was proof of concept for secure voice and the need to develop higher speed cryptosystems dominated cryptographic development for decades.

    Although, like all important subjects, cryptography is still beset with profound unsolved problems, it is no longer the limiting resource in secure communication that it was for most of the 20th century.  Good cryptographic systems are now available and the mathematical foundations on which they rest are widely understood.

    The new status of cryptography is exemplified by the US Advanced Encryption Standard (Federal Information Processing Standard 197).  AES is the successor to the US Data Encryption Standard (FIPS-46) which was adopted in 1977.  At that time, the National Security Agency, recognized the need for a cryptographic system to protect government information outside the national-security sphere.  Because such a system could not achieve its objectives without being made public, NSA worried that it would also be used by the enemies of the United States.  The result was a compromise, a system that NSA considered strong enough for its intended application but weak enough that it would not present an insurmountable obstacle if NSA encountered a DES cryptogram that it felt sufficiently motivated to read.  The development process, although formally open, was in fact closely held and the compromise became the subject of a long-running controversy.

    When the DES came to the end of its useful lifetime in the late 1990s, the National Institute of Standards and Technology set out to replace it. This time the process was entirely different.  After a public process of developing the requirements for the new algorithm, a solicitation drew fifteen candidates from around the world.  The candidates were studied over a period of two years in a process that involved three public conferences. Five finalists were selected from the fifteen and then one winner was selected from the finalists.  On the 26th of November 2001, an algorithm designed in Belgium was selected as the national standard of the United States.

    To those who had watched the evolution of US cryptographic policy over the previous three decades, the AES seemed miraculous but an even more surprising turn  occurred this spring, which was publicly announced in June.  The Committee on National Security Systems of the Department of Defense issued Policy Directive 15, which authorized the use of AES (in approved implementations) for all levels of classified national security  information.  It will be years before we are applying COTS infosec technology to the majority of our national security systems but we have just passed a essential way point on that road.

    Although, unification of other aspects of cryptography have not reached the same level of standardization, key-management techniques based on the first generation of public-key cryptographic systems is in use for both government and private sector security.  Second generation key-management techniques based on elliptic curve cryptosystems promises a greater degree of unification within the decade.

    In the latter half of the 20th century, cryptography was joined by another information security problem: secure computing.  With the development of computers capable of running more than one program at a time, came the problem of running two different programs with different security levels or different owners and preventing them from interfering with each other.  In the 1970s and 1980s there was great optimism about the prospects of developing a multi-level secure operating system.

    This program called for extensive system specifications and formal  verification that the systems met their specifications.  This proved expensive and fewer systems emerged than had been expected.  Among the successes is Sun's Trusted Solaris, a high-security operating system that is widely used in DoD and the Intelligence Community.  In a reflection of the rising importance of  security, the enhanced-security features of Trusted Solaris are being steadily integrated into the main-stream Solaris product and the two systems will be merged in the next major release.

    Despite such isolated successes as Trusted Solaris, the problem of secure computing has been transformed more than solved.  In the 1970s an organization of moderate size, such as Rand or the MIT Lincoln Laboratory would have a small number of big computers, perhaps only one.  Every program that was run would have to be run on the one machine.  If it was so sensitive that it could not be run in the presence of other programs, for fear that they might be spying on it, it would have to pay the high price of having the machine to itself.

    As the seventies flowed into the eighties, two factors came together to change this.  Computers got cheaper and became available at a variety of prices and a variety of levels of performance.  Equally important, the ARPAnet, ancestor of the Internet, became available.  This meant that a sensitive project no longer had to make arrangements for using a shared computer.  It could purchase its own computer, appropriate to its needs an budget, put the computer in a room, and lock the door.  Its communications with the outside world, if it needed any, could be handled through network channels more easily controlled than the communication paths internal to an operating system.

   Client-server computing, the concept on which Sun was built, although rarely thought of as a security mechanism, has made a major contribution to security.  In the network environment, a sensitive database can be isolated on a machine by itself, communicating with the rest of the world through a network connection.  Enforcing the databases' access policies against users of other machines on a network is far easier than enforcing them against other users on the same machine.

   Another key success in computer security came with the Java language. In the 1970s, DoD aspired to purchase ``untrusted'' applications, such as compilers and run them on classified data, in this case secret programs. Untrusted in this case means ``uncleared.''  The programs in question came from reputable software manufacturers but from manufacturers who did not have DoD facility clearances or cleared workforces.  In the 1990s, this objective was magnified several fold.  With the rise of the Internet, it became valuable for client computers to import applet programs in real time from servers.  As the cost of putting up a server is small, the applets no longer could be counted on to come from reputable computer manufacturers.  ``Untrusted'' had reached a new level; a workstation needed the ability to run programs about which it knew nothing and get useful work out of them, without exposing itself to excessive risk.  The Java solution is to write the programs in a portable language which is structured to allow the client machine to verify the structure of the incoming program before executing it.

    Given the substantial effort that has been devoted to computer security over the past thirty years, the mixed results of that effort, and the fact that the need for security is steadily increasing, it is reasonable to ask what the prospects are today for major improvement.  If one answers, as I would, that the prospects are quite bright, one must also answer the question ``Why?''

    As described above, the answer is that in large part, we are facing a new problem.  The computer security problem seen in the 1970s has changed into a network security problem of the 21st century.  Some problems have been solved, some problems remain, and many new problems have appeared. Equally important is the fact that new tools have become available.  In the 1970s, cryptography was primitive by comparison with its development today. Two aspects of cryptography especially crucial to computer security, public key cryptography and hashing functions were in their infancy. Equally important, the National Security Agency, whose monopoly of cryptographic erudition was far greater then than now, was the major backer of secure computing research but discouraged the application of much cryptographic techniques to the problem in unclassified research.  The final piece of the puzzle is the ever-decreasing cost of computing.  It is now feasible to dedicate computing capacity to security in a way that was not feasible even a decade ago.

    An early example of a hardware-based approach to security problems is the domaining system of Sun's E12K and E15K servers.  These servers can assign processors to processes and confine the resources available to those processes within a hardware-enforced domain.  The effect is to combine much of the security advantage of running the process on an isolated computer with the advantage in cost and flexibility of running it on a shared computer.

    It is a fair summation of our present position in information security that we have an excellent toolkit in the cryptographic area and a moderately good one in the computer security area.  Having good toolkits is not the same as having good security, however; if it were, the security of the cyberinfrastructure would be far better than it is.  Much of what needs to be done can be characterized as routine.  New code needs to be written with greater care than has often been customary, old code needs to be repaired, and the security mechanisms that we know how to build --- keying infrastructures, for example --- need to be built, shaken down, and brought to a level of operational quality that allows us to depend on them.  Other challenges loom on the horizon, however.

    For as long as I have known the company, Sun has had the slogan: ``The Network is the Computer.'' and every year the slogan becomes truer.   For years, it has been difficult for me to detect whether files I was using were on my own desktop or stored on a server some distance away.  More recently, it has become possible to call on specialized computing and storage processes outside my own machine.  These more recent techniques go under the name ``Web Services.''  At present most uses of web services involve interaction of a program currently being used by a human being --- most often a browser --- with a remote website supplying a service.  In the near future --- five or ten years at the most --- this will evolve into a primarily computer to computer activity.

    Today, the activities of both the public and the private sectors consists largely of business to business contracting and subcontracting processes.  Some of these require great imagination and will for the indefinite future be performed by humans; others are routine and will be automated at a steady rate.  Computers needing services will consult ''yellow pages'' directories of available services; choose providers  according to price and capability; send out work orders; receive their results; and pay their bills.

    Two sorts of web-based businesses are easy to foresee.  The first are specialized businesses; businesses that offer a specific sort of service. They may have proprietary algorithms for such computationally intensive activities as graphic rendering or datamining; they may have access to specialized data such as the results of physical, biological, or social studies; they may have vast amounts of computing power.  At present, Google provides an example of all three.  It possesses vast amounts of computing power that it uses to build specialized databases, available to no one else, and it delivers information to its customers using specialized algorithms for both building and searching the databases.

    A second kind of business that is in its infancy is more general in character: utility computing.  As a business, utility computing is rather like property rental.  Many companies, rather than owning property, rent their offices and often subcontract to their landlords the provision of furniture, food, environmental controls, etc.  As utility computing matures, a startup --- based perhaps on development of a new datamining algorithm --- will no longer need to raise sufficient capital to have the powerful computer required to do production runs for its customers.  It can wait for work to come in, then turn around and lease computing capacity from a ``computer cycle provider.''

    What sort of security measures will be required in this environment? They will parallel those of the current contractual mechanisms, particularly those employed for government contracts.  When a system integrator contractor subcontracts the fabrication of a part for a military aircraft to a machining business, it is trusting not only that the work will be done correctly but that the plans for the part will be returned and that the subcontractor will not make extra copies for competitors.  In choosing its subcontractor, the system integrator will seek a provider with a suitable facility clearance.  Contracting on this scale is generally for  work lasting from days to years and often reflects long-standing business relationships.

    The computers will do it all faster.  It is hard to predict exactly how far in the future this vision is but at some point, contracts for specialized data processing are likely to be negotiated and fulfilled in seconds.

    The two problems that will be at the forefront of security research and development over the next decade are negotiation and configuration control. They will parallel existing business functions but they will take place at much higher speed and without moment-to-moment human oversight.  The circumstances will encorporate many mechanisms now in use such as reputation assessment (clearance, Better Business Bureau membership) but in a far less forgiving environment.  When contracting goes badly at present, problems are generally referred to the courts.  When contracting goes badly on the scale of seconds, what mechanism will step into the breach?

    As we move our economy and society further and further into computer mediated telecommunication channels, the role of cybersecurity in homeland security will grow steadily.  There will not be general agreement on the proper course of action.  Our decisions will advantage some legitimate parties and disadvantage others.  The solutions to the problems that arise will thus be as much legal and political as technical and will tax both our resources and our imaginations.

